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Abstract—In this paper, a novel modified proximal dynamical
system is proposed to compute the solution of a mixed variational
inequality problem (MVIP) within a fixed time, where the time
of convergence is finite and is uniformly bounded for all initial
conditions. Under the assumptions of strong monotonicity and
Lipschitz continuity, it is shown that a solution of the modified
proximal dynamical system exists, is uniquely determined, and
converges to the unique solution of the associated MVIP within
a fixed time. Furthermore, the fixed-time stability of the mod-
ified projected dynamical system continues to hold, even if the
assumption of strong monotonicity is relaxed to that of strong
pseudomonotonicity. Finally, it is shown that the solution obtained
using the forward-Euler discretization of the proposed modified
proximal dynamical system converges to an arbitrarily small
neighborhood of the solution of the associated MVIP within a
fixed number of time steps, independent of the initial conditions.

Index Terms—Mixed variational inequality problem; Proximal
dynamical system; Fixed-Time stability; Discretization

I. INTRODUCTION

Mixed variational inequality problems (MVIPs) have nu-
merous applications in optimization (see, e.g., [1], [2]), game
theory (see, e.g., [3], [4]), control theory (see, e.g., [5],
[6]), and other related areas (see, e.g., [7]). In the literature,
both discrete-time gradient-based methods, and continuous-
time gradient flow-based approaches have been proposed for
solving MVIPs. The focus of this paper is on designing
continuous-time dynamical systems such that their solutions
converge to the solution of the MVIP, described in (1) (see
Section II), in a fixed time, starting from any given initial
condition.

In recent years, the use of dynamical systems has emerged
as a viable alternative for solving MVIPs with a particular
focus on optimization problems (see, e.g., [3], [8], [9], [10]).
This viewpoint allows tools from Lyapunov theory to be
employed for the stability analysis of the equilibrium points of
the underlying dynamical systems. Under the assumptions of
monotonicity and strong monotonicity on the operator F' in a
variational inequality problem (VIP), which is a particular case
of MVIP (see Section II for more details), it is shown in [11],
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[12] that the solution of the VIP is globally asymptotically
stable and globally exponentially stable, respectively, for the
corresponding projected dynamical system. In contrast to
the results mentioned above with asymptotic or exponential
stability guarantees, a modified proximal dynamical system is
introduced in this paper to guarantee convergence within a
fixed time. In [13], the authors introduced the notion of finite-
time stability of an equilibrium point, where the convergence
of the solutions to the equilibrium point is guaranteed in
a finite time. Under this notion, the settling time, or time
of convergence, depends upon the initial conditions and can
grow unbounded with the distance of the initial condition
from an equilibrium point. A stronger notion, called fixed-
time stability, is developed in [14], where the settling-time
has a finite upper bound for all initial conditions.

While there is some work on finite- or fixed-time stable
schemes for certain classes of convex optimization problems,
to the best of the authors’ knowledge, this is the first paper
proposing fixed-time stable proximal dynamical systems for
MVIPs or general non-smooth convex optimization problems.
In [15], modified gradient flow schemes are introduced for
unconstrained and constrained convex optimization problems,
as well as for min-max problems posed as convex-concave
optimization problems. The work in [15] only considers linear
equality constraints and assumes that the objective function
is continuously differentiable, satisfies strict convexity, or is
gradient-dominated. In [16], the authors propose dynamical
systems in the context of differential inclusions, such that any
of the maximal Filippov solutions converge to a strict local
minimizer of a given gradient-dominated objective function in
a finite time (see also, [17]). The schemes proposed in this
paper apply to a broader class of problems, namely, MVIPs,
and smooth/non-smooth convex optimization problems arise
as special cases of the general framework considered in this
paper. The proposed work has two main contributions:

(1) A modified continuous-time proximal dynamical system
for solving MVIPs is proposed, and the existence and
uniqueness of solutions, as well as their convergence
to the solution of the corresponding MVIP, are shown.
Tools from fixed-time stability theory are leveraged to
prove that trajectories of the modified proximal dynamical
system converge to the solution of the associated MVIP
within a fixed time, irrespective of the initial conditions.
Thus, the results in [15] are a special case of the ones
presented in this paper;

(ii) Inspired from the ideas presented in [18], it is shown
that the solution obtained using the forward-Euler dis-



cretization of a general class of differential inclusions,
with a fixed-time stable equilibrium point, converges to
an arbitrarily small neighborhood of it in a fixed number
of time-steps, independent of the initial conditions. Prior
works on fixed-time stability do not provide an analysis of
the convergence behavior upon discretization. In contrast,
our results bridge this gap and provide rigorous analysis
of the convergence of the discretized dynamics.

In what follows, an inner product on R" is denoted by (-, -),
and || - || == /(:,) always denotes the induced norm except
in some places, where it may denote an arbitrary norm on R"
when it is clear from the context.

II. PROBLEM DESCRIPTION
This paper considers the MVIP of the form:

Find z* € R™ such that
(F(z*),x —2™) + g(x) — g(z™) > 0 for all z € R", (1)

where F' : domg — R” is an operator and ¢ : R” — R U
{o0} is a proper, lower semi-continuous convex function with
domg := {z € R": g(z) < oo}. Note that solving the MVIP
is equivalent to the problem of solving a generalized equation
of the form:

Find 2™ € R™ such that 0 € F(z*) + dg(z*),

where the sub-differential mapping dg : R == R" is a
maximal monotone operator (see [19]). The function g in (1)
is not necessarily differentiable, for instance, g could represent
the indicator function of some non-empty, closed convex set
C CR", ie., g = d¢c, where

Se(z) = {0’

oo,

if z € C;
otherwise,

in which case, the MVIP reduces to a VIP. This paper is
concerned with the following problem:

Problem 1. Design a continuous-time proximal dynamical
system, such that its solution converges to the solution of
the MVIP (1) within a fixed time, independent of the initial
conditions.

Remark 1. Note that the following optimization problem:
i h
min f(z) + h(z),
with f : dom h — R being a differentiable convex function and
h : R™ — RU {oo} being a proper, lower semi-continuous

convex function, is equivalent to an MVIP with the operator
F =YV f and the function g = h in (1).

ITI. PRELIMINARIES
Consider the autonomous differential equation:
= X(x),

where the vector field X : R"
X (x*) = 0 for some z* € R™.!

2

— R"™ is continuous and

't is assumed that the solutions of (2) exist and are uniquely determined.

Definition 1. The equilibrium point =* of (2) is said
to be fixed-time stable if it is Lyapunov stable and
limy 7(2(0)) 2(t) = x*, where sup(g)ern T'(2(0)) < oo and
T :R™ — [0,00) is the settling-time function.

Lemma 1 ([14]). Suppose that there exists a radially un-
bounded, continuously differentiable function V : R™ —
[0,00) such that V(z*) =0,V (z) > 0 for all x € R™\ {z*}
and the time-derivative of the function V' along the trajectories
of (2) satisfies V() < — (a1V(2)" + axV(x)?)" for all
x € R"\ {z*}, with a1, a2,71,7%2,7v3 > 0 such that y1y3 < 1
and ~ysys > 1. Then, the eqmltbrlum point x* of (2) is fixed-
time stable with T'(z(0)) < al%(l_%%) + aﬁg(,yﬂs ry- for
any initial condition x(0) € R™.

Remark 2. Lemma 1 provides characterization of fixed-time
stability in terms of a Lyapunov function V. The existence
of such a Lyapunov function for a suitably modified proximal
dynamical system constitutes the foundation for the analysis
in the paper, where Lemma 1 is used with ~3 = 1.

Next, some well-known definitions of the various notions of
monotonicity of operators are given below (see, e.g., [8] for
more details).

Definition 2. An operator F : Q — R", where ) is a non-
empty subset of R", is called:

(i) Monotone, if for all x,y € ),
(F(z) = F(y),x —y) > 0.

(ii) Strongly monotone with modulus p, if there exists p > 0
such that for all z,y € ),

(F(z) = F(y),z —y) > pllz —y[*.
(iii) Pseudomonotone, if for all x,y € €,
(F(y),z-y) 20 = (F(z),z—y)=0.

(iv) Strongly pseudomonotone with modulus p, if there exists
w > 0 such that for all x,y € (),

(Fy)z—y) 20 = (F(x),x—y) > ulz -yl

The following lemma will be required in the proof of the
first main result of the paper.

Lemma 2. For any given c € (0,1), let (c) =

Then, the following strict inequality:

1-c¢c 170‘1>
C?
1+c

holds for each oy € (1 — &(c), 1). Furthermore, the following

strict inequality:
1—c\ !
> c,
(1 + c)

holds for each as € [1,1+ £(c)).

The proof of the above lemma can be completed using
simple algebraic manipulations and hence, it is omitted in the
interest of space. The following assumptions will always be
in place for the rest of this paper unless stated otherwise:



Assumption 1. The operator F' is:

(i) Strongly monotone with modulus .
(ii) Lipschitz continuous with Lipschitz constant L.

IV. MODIFIED PROXIMAL DYNAMICAL SYSTEM

Recall that the proximal operator associated with a proper,
lower semi-continuous convex function w : R" — R U {oo}
is defined as follows:

prox,,(z) := arg min
yeRn

(w4 =), @

For solving the MVIP (1), first consider the following nominal

proximal dynamical system:
i = —k (2 — prox,,(z — AF(x))), )

where k, A > 0 are some constants. In what follows, for the
sake of brevity, set

y(x) = prox,, (z — AF(x)), (5)
where z € R™. The following lemma establishes the relation-

ship between an equilibrium point of the nominal proximal
dynamical system and a solution of the associated MVIP.?

Lemma 3. A point £ € R™ is an equilibrium point of (4) if
and only if it solves (1).
Proof: From [20, Proposition 12.26], it follows that
T=yx) <= (Z—-AF())—Z,2—%)+ Xg(T) < Ag(2),
— MNF(T),z—T)+ Ng(2) — Ag(T) >0,
— (F(x),2—7) +9(z) —g(x) 2 0,
for all z € R™. Hence, z € R" is an equilibrium point of (4)
if and only if it solves (1). [ |

The following lemma will also be required to prove the first
main result of the paper.

Lemma 4. For each given \ € (O,%), let ¢ =

V1—=2\u+ N2L2 € (0,1). Then, the inequality, ||y(x) —
x*|| < ¢||x — x*||, holds for all x € R™, where the operator y
is defined as in (5) and x* € R™ is a solution of (1).

Proof: The proof follows from the arguments used in
the proof of [20, Proposition 26.16 (ii)], with a = u, g =
L, v = X and 7 = ¢, however, for the sake of the readers’
convenience, a complete proof is given here. Recall that for a
proper, lower semi-continuous convex function g, the operator
y is firmly non-expansive (see, e.g., [20, Corollary 23.11 (i)]).
Hence, the following inequality:

ly(z) = y(@*)|* < [l(z = AF(2)) = (2" = AF(2"))|?
= ||z — 2*||* = 2\(F(z) — F(2*), 2 — %)
+ N F(2) - F(2")|? (6)
holds for all x € R". From Lemma 3, it follows that z* € R™
is also an equilibrium point of (4) and hence, it follows that

y(z*) = x*. Using this fact and Assumption 1, the right hand
side of (6) can further be upper bounded and so, (6) results

2In the special case, when F' = Vf in (1), where f : domg — R is a
differentiable convex function, Lemma 3 follows from [20, Corollary 27.3].

into:
ly(z) —2*|* < |lz — «*||* — 22|z — 2*|?
+/\2L2Hx—x*|\2,
=1 =2 \u+ LA |z — 2> (D

Note that ¢ € (0,1), since by the assumption of the theorem,
X e (0, %), and so, (7) can be re-written as ||y(x) — z*|| <
c||lz—x*||, where ¢ := \/¢ € (0,1), which completes the proof,
since c is independent of the choice of x € R”. [ ]

A modified proximal dynamical system is now introduced,
such that its equilibrium point is fixed-time stable. Let
Fix(y) == {# € R" : y(Z) = z} and consider the modification
of (4) given by:

&= —p(z) (z - y(2)), ®)

where

0, if z € Fix(y);
p(z) = { 1 1 .

Myl T R yres  Otherwise,

(©))

with k1,k2 > 0, a3 € (0,1) and o > 1. Note that in
(9), the first term corresponding to the exponent «; results in
the finite-time stability of the equilibrium point of (8), while
the second term corresponding to the exponent s helps in
bounding the time of convergence to the equilibrium point of
(8), uniformly for all initial conditions (also see [15, Remark
4]). The following lemma establishes the relationship between
equilibrium points of the modified and nominal proximal
dynamical systems.

Lemma 5. A point x € R" is an equilibrium point of (8) if
and only if it is an equilibrium point of (4).

Proof: Using (9), it is clear that if z € R™ is an
equilibrium point of (8), i.e., Z € Fix(y), then it is also an
equilibrium point of (4). To show the other implication, it
suffices to note that p(z) = 0 for any x € Fix(y). [ |

The following proposition establishes that the solutions of
(8) exist and are uniquely determined for all forward times.

Proposition 1. Let X : R™ — R" be a locally Lipschitz
continuous vector field such that

X(Z)=0and (x—7,X(x)) >0
for all x € R™\ {z}, where T € R™. Consider the following
autonomous differential equation:
& =—o(z)X(x), (10)
where
0, if X(x) = 0;

ol@) = L 1 .
{Kll X (z)||t—e1 + K2 X @)z Ol‘]’lerWlSe‘7

with k1,k2 > 0, ay € (0,1) and as > 1. Then, the right-
hand side of (10) is continuous for all x € R", and starting
from any given initial condition, a solution of (10) exists and
is uniquely determined for all t > 0.

The proof of the above proposition is given in Appendix A.

Remark 3. In the case, when the vector field X is chosen to



be the one in (4), i.e., X (x) == x—y(x) for any x € R", then
it can be shown that the vector field X has the property:

(x—2z,X(x)) >0 (11)

for all x € R™\ {z}, where T € Fix(y). To see this, first note
that from [21, Theorem 3.1] and Lemma 3, it follows that the
vector field in (4) has a unique equilibrium point T = z¥,
where z* € R™ is the solution of (1), ie., the set Fix(y)
consists only of a single element ¥ = x*. Furthermore, the
following equality:

(@ —z0—y@) = llo -3l + (x - 2,2 - y(z)), (12)

holds for all x € R™. Using the Cauchy-Schwarz inequality
and Lemma 4 (keeping in mind the fact that * = x*), the
second term in the right hand side of (12) can be lower
bounded and so, (12) results into:

(@ —7,X(2)) = (v =70 -y(2)) = (1 - c)llz — 7|*

where ¢ € (0,1), from which, it follows that (11) holds for all
z e R"\ {z}.

The following theorem establishes the first main result of
the paper.

Theorem 1. For any given \ € (0, %), let ¢ =

loglc) = > 0.

V1=2 \u+NL2 € (0,1) and e(c) = oe( =)
Then, the solution x* € R™ of (1) is a ﬁxed-;%e stable
equilibrium point of (8) for any a; € (1 —e(c),1) N (0,1)
and as € (1,14 ¢(c)).

Proof: First note that the vector field in (4) is Lipschitz
continuous on R”, which follows from the Lipschitz continuity
of the proximal operator (see, e.g., [20, Proposition 12.28])
and Assumption 1, with a unique equilibrium point z = z*
(see Remark 3). Furthermore, it also satisfies the required
properties assumed in Proposition 1 (see Remark 3). Hence,
from Proposition 1, it follows that starting from any given
initial condition, a solution of (8) exists and is uniquely
determined for all forward times. Consider now a radially
unbounded candidate Lyapunov function V' : R™ — [0, 00)
defined as V(z) = 3|lz — 2*|? where, from Lemma 5,
z* € R" is the unique equilibrium point of the vector field in
(8). The time-derivative of V' along the solution of (8), starting
from any z(0) € R™\ {z*}, reads:

~ . z —y(z) z —y(z)
V=—<Ji—l‘,/€1 K9
|z —y(2)[[t~ [z —y(2)[[*~*=
< . x—x* N r —x* >
= — (T —T ,kR1 o %) o
|z —y(2)[[t~ [z —y(2)[[*~*=

_<gc_x*7ﬁ1 z* —y(z) b zt —y(z) >

| — y(z)|[t~ z —y(z)|[t-oe
(13

Using the Cauchy—Schwarz inequality, the second term in the
right hand side of (13) can be bounded to obtain

_ ex||2 X2
T (Sl
[l — [ —y(z)[[t~

— +
y()||'men
3For the sake of brevity, the expressions V(z(t)), x(t) and y(x(t)) are
abbreviated as V, = and y(z), respectively, in the proof.

e (alem il sl ol sl o,

[ = y(@)[[t = [ = y(z)[|~o2

Note that by the assumption of the Theorem, A € ( , ﬁ) and
so, Lemma 4 can be invoked. Using the triangle inequality
and Lemma 4, there exists ¢ € (0, 1) such that the following
inequality:

le—y(@)|| < [le—a™{|+[ly(z)—2"| < (1 + o)l — 27| (15)
holds for all x € R™. Similarly, using the reverse triangle
inequality and Lemma 4, there exists ¢ € (0,1) such that the
following inequality:

le=y(2)|| = [le—a™[|=[ly(z)—2"|| = (1 = ¢l — ™| (16)

also holds for all x € R™. Using (15), (16) and Lemma 4, the

right hand side of (14) can further be upper bounded and so,

(14) results into:

V<

N K1 l — 2|

L+t flz -zt

N cK1 lz — 2z*||? CKo lz —2*||2
A= o= T+ Jo—ar

= _q1<’%17a1)H$ - x*Hl-i_al _QQ(KQa OéQ)H-I' - I*||1+a25 (17)

1 17&1
Aot=ar ((1+§) “C> and

2 Hx—wwz)

(1 —¢)tme2 flo —ax|t=ee

where ¢1(k1,01)

as—1
(K2, a2) = Grit=ay <(};g) - c). From Lemma 2,
it follows that there exists &(c) = lo(g(c)) > 0 such that

1 1+c
q1(k1,1) > 0 for any oy € (1 — 6(2) 1) N (0,1), and
q2(k2,a2) > 0 for any as € (1,14 ¢(c)). Hence, (17) results
into:

V < - (Cl1(/€1,0[1)VPY(a1) + GQ(KZQ,OQ)V’Y(OQ)) s (18)

where a;(k;, ;) = 27D g;(ks, ), i = 1,2 and y(a) =
122 Note that ay(k1,a1) > 0, v(a1) € (0.5,1) for any
a; € (1 —¢(c),1)N(0,1) and az(k2,a2) > 0, y(ag) > 1
for any as € (1,14 ¢(c)). Hence, the proof can be concluded
using Lemma 1. [ ]

In the special case, when the function w in (3) is chosen
to be the indicator function of a non-empty, closed convex
set C C R"™, the proximal operator reduces to the projection
operator, i.e., Pc = proxs, , where the projection operator
is defined as P¢(x) = argminyec 3]jz — y||%, and so, the
nominal proximal dynamical system reduces to a nominal
projected dynamical system:

& =—k(x —Pe(x — AF(2))), (19)

with x, A > 0, which can be used to solve VIPs (see, e.g.,
[31, [8], [12]).* Furthermore, the modified proximal dynamical
system now reduces to a modified projected dynamical system:

&= —p(z)(x — Pc(x — AF(2))). (20)
It is shown in [3], [8], [12] that the equilibrium point of (19) is

globally exponentially stable for a strongly pseudomonotone
and Lipschitz continuous operator F'. The following corollary

4The existence and uniqueness of the solution of VIP holds for a strongly
pseudomonotone and Lipschitz continuous operator F' ([22, Theorem 2.1]).



of Theorem 1 establishes the fixed-time stability of the equi-
librium point of the modified projected dynamical system (20).

Corollary 1. For any given \ € (O, %) there exist ¢ € (0,1)
and €(c¢) > 0 as given in Theorem 1, such that the solution
x* € C of (1), with g = 6¢, where C is a closed convex
set, is a fixed-time stable equilibrium point of (20) for any
a1 € (1 —¢(c),1)N(0,1) and az € (1,1 +€(c)).

Remark 4. In the special case of a projection operator,
Lemma 4, and hence, Corollary 1, continues to hold, even
when (i) in Assumption 1 is relaxed to strong pseudomono-
tonicity (see the proof of [8, Theorem 2]). Furthermore, by
following the steps given in the proof of Theorem 1, with
ko = 0 and cqn = 1, it can be seen that [8, Theorem 2]
is now a special case of Corollary 1, from which only the
exponential stability (instead of fixed-time stability) of the
equilibrium point can be concluded.

V. (T,€)-CLOSE DISCRETE-TIME APPROXIMATION
SCHEME

Continuous-time dynamical systems, such as the one given
by (8) offer effective insights into designing accelerated
schemes for solving MVIPs. However, in practice, a discrete-
time implementation is used for solving such problems using
iterative methods. In general, the fixed-time convergence be-
havior of the continuous-time dynamical system might not be
preserved in the discrete-time setting. A consistent discrete-
time approximation scheme preserves the convergence behav-
ior of the continuous-time dynamical system in the discrete-
time setting. The authors in [23] present a consistent semi-
implicit discrete-time approximation scheme (called as con-
sistent discrete-time approximation) for practically fixed-time
stable systems. In contrast, inspired from the ideas presented
in [18], this section characterizes sufficient conditions that lead
to an explicit (T, €)-close discrete-time approximation scheme
for the fixed-time convergent modified proximal dynamical
system. In order to achieve this goal, the following adaptation
of [24, Definition 3.2] is needed:

Definition 3. Ler T', e, > 0 be given and consider a solution
Ze 1 [0,T] — R™ of the following autonomous differential
equation:

&= Xc(x), 2(0) = zc0,

where X. : R® — R" is a continuous vector field, and

0,1,..., {%J } — R™ of the following

a solution xg4 : {
autonomous difference equation:

Tr1 = Xa(wr), To = 24,0,
where X4 : R™ — R" is a continuous map. The solutions x.
and xq are said to be (T, ¢)-close, if:
(i) For each t € [0,T), there exists k € <0,1,..., {%J}
such that |t — nk| < € and ||z .(t) — zq(k)| < €
(ii) For each k € {0,1,..., , there exists t € [0,T)
such that |t — nk| < € and ||xq(k) — z(t)|| < e

Now, consider the forward-Euler discretization of (2):

ZTp1 = Tk + nX (Tx), 21

where 17 > 0 is the time-step. The following theorem character-
izes sufficient conditions that lead to an (7, €)-close discrete-
time approximation scheme for a differential equation with a
fixed-time stable equilibrium point.

Theorem 2. Assume that the conditions of Lemma 1 hold, with
Y= 1—%,72 = 1+% and v3 = 1, where £ > 1. Furthermore,
assume that the function 'V also satisfies the following lower
bound for each x € R":

Vi(z) =z B(llz — =),

where (3 is a class-K function and T is the equilibrium point
of (2).> Then, for any given xo € R™ and € > 0, there exists
n* > 0 such that for any n € (0,n*), the following holds:

(22)

[z — 7| <
3
P (( =t (5 ) ) v k< [mis]
€, otherwise,

(23)
where xj, is a solution of (21) starting from the point x.
Proof: Under the conditions of Lemma 1, it follows that
the following inequality:

V(x(t) <

(\/ztan<tanl< ZjV(x(O))é) aga2t)>i24)

holds for each ¢ € [0, 7], with
§ -1 ( a2 1)
tan —V(x(0))c ).
(@(0)

Hence, using (22), it follows from (24) that the following
holds:

7A':

lz(t) — |l <
3
—1 a r _ Jaiaz [
ﬁ (( a—;tan (5 3 t)) > ) t< 42\/@’(25)
0, otherwise,

where x : [0,00) — R™ is a solution of (2) starting from the
initial condition xg € R". Furthermore, it can be verified that
all the requirements as stated in [24, Theorem 5.2] are met.
Hence, for each ¢ > 0 and each T' > 0, there exists n* > 0
with the following property: for any 7 € (0,7*] and a solution
zy, of (21) starting from the point z(, there exists a solution
x of (2) starting from the point zy such that the solutions x
and xy are (7, €)-close.

Note that from the triangle inequality, it follows that for any
given k € {0,1, ...}, the following inequality:

ok — Z|| < [la(t) = Z[| + [|lzr — =(2)]] (26)

holds for each ¢ € [0,00). For any given € (0,7,

substituting now ¢t = nk in (26) and then using (25) and the

(T, e)-closeness of the solutions xj, and z, yields (23), which
completes the proof. [ ]

SA function 3 : [0,00) — [0, 00) is of class-Koo, if it is continuous and
strictly increasing, with £(0) = 0 and lim,  B(r) = co.
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The following result states that a discrete-time system
obtained through the forward-Euler discretization of (8), is
an (T, ¢)-close discrete-time approximation scheme, and the
resulting discrete-time trajectories reach an e-neighborhood of
the solution of the associated MVIP within a fixed number of
steps, independent of the initial conditions.

Corollary 2. Consider the forward-Euler discretization of the
modified proximal dynamical system (8):

Tr1 = 2 — np(zr) (v — y()), 27

where 1 > 0 is the time-step and p is given by (9), with
Ki,ka > 0, a1(§) = 1 — % and az(8) = 1+ %, where
& > max {2, %} with £(c) being as given in Theorem 1.
Furthermore, for any given xo € R, € > 0 and )\ € (0, %),
let av = q1(k1,01(8)), az = qa(ka,a2(§)), where c is as
given in Lemma 4, € is as given in Lemma 2 and the functions
q1, q2 are as defined in the proof of Theorem 1. Then, there

exists n* > 0 such that for any n € (0,n*], the following
holds:

ok — 2™ <
£
ﬂ( Z—;tan (g - Vagaznk))z +e k <k
€, otherwise,

* i
where k* = [2?7@

from the point x¢ and x* € R" is the solution of (1).

—‘ and xy, is a solution of (27) starting

Proof: First observe that from the proof of Theorem 1,
it follows that for any given A € (O7 %), (18) holds as long

as a1(€) € (1= 2(),1) N (0,1), with =(c) = EE > 0
1+c

and az(§) > 1. Note that this former requirement means that

& > max {2 2

1 eo)

any choice of & > 2. Hence, for any given A € (0, 24), (18)

, while the latter one is always satisfied for

holds for any £ > max{2, %} with q1(k1,01(€)) > 0,
422, 0(€)) > 0, 7(on(€)) = 1= L and y(as(€)) = 1+ L.
Hence, all the requirements stated in Theorem 2 are met with
the Lyapunov function V(z) = i|jz — 2*||%, a = a; and
b = as. The proof now follows by invoking Theorem 2. H

It is illustrated in [15], [16], [25] through numerical ex-
periments that the solution obtained using the forward-Euler

102 -n=10"
n=10""°
§10° —n =105
[ 102
i
.
RaRTont .
10'67 

0 0.04 kxn 0.08 0.12

(d)

Plot of ||z, — z*||2 vs. the number of iterations & for various initial conditions z(0) € R? in (a) and of ||zgy1 — 2|2 for various values of the

discretization of finite- and fixed-time stable gradient flows
exhibits a superior rate of convergence as compared to the
nominal gradient descent method. In contrast, the above corol-
lary shows this analytically that for any given ¢ > 0, the
solution obtained using the forward-Euler discretization of (8),
reaches an e-neighborhood of the solution of the associated
MVIP within a fixed number of time steps, independent of
the initial conditions.

VI. NUMERICAL EXAMPLE

The fixed-time convergent behavior of the modified proxi-
mal dynamical system is illustrated through an example. The
simulations are performed in the R2022a version of MATLAB
on a desktop machine with 16GB DDR4 RAM and an Intel
Core 17-7500 processor with a speed of 2.7 GHz. The
results are shown in log-1in plots for better visualization.
Consider the following elastic-net logistic regression problem:

100

: T 2
min ; log (1 + exp(—a;b] z)) + Billz 1 + Balzl3,
where a; € {—1,1}, b; € R3, i = 1,...,100 are chosen
randomly using the rand command in MATLAB, (1,32 > 0
and the non-smooth ¢; -regularization term is added to prevent
overfitting on the given data. The above elastic-net logistic
regression problem can be solved in the framework of the
MVIP (1), where the non-smooth ¢;-penalty term plays the
role of g in (1). Interestingly, the proximal operator associated
with it has a closed-form expression given by:

prox (z) = sgn(x) max{0, |z| — v},

ClIRIP!
where v > 0. The following parameter set is chosen for
numerical experimentation purposes: 51 = 2.5, S = 0.25,
n = 107%, k; = 10 and ko = 10. It can be verified that
Assumption 1 holds for this example (with 4 = 285 = 0.5
and L = 0.5337) and hence, from Theorem 1, it follows
that for any A € (0,3.51), the solution of the MVIP (1) is
a fixed-time stable equilibrium point of (8). Furthermore, the
parameter A is chosen as A = 2.5, which results in ¢ = 0.5294
and £(c) = 0.5397, and consequently, the parameters «, s
are chosen as a; = 0.5142 and as = 1.4858.

ONote that L = 28 + iAmax ([bl s blOOHbl ce bloo}T), where
Amax(A) denotes the maximum eigenvalue for a symmetric matrix A.



Method Run-Time (sec) | Function Evaluations (#) | Iterations (#)
fmincon 0.014 200 30
27) 0.01 19 19
TABLE I

COMPARISON BETWEEN FMINCON AND THE PROPOSED METHOD.

Figure 1(a) shows the distances between the solutions
obtained using the forward-Euler discretization of (8) and
the solution z* of (1), for various randomly chosen initial
conditions, where z* € R3 is obtained using the fmincon
function in MATLAB.” Solid lines show the convergence be-
havior of the forward-Euler discretization of the fixed-time
stable proximal dynamical system (8) (labeled as ‘Fixed-
Time Stable’), while the dotted lines show the convergence
behavior of the forward-Euler discretization of the nominal
proximal dynamical system (4) (labeled as ‘Nominal’). It can
be observed that the forward-Euler discretization of the fixed-
time stable proximal dynamical system (8) takes a significantly
lesser number of iterations to converge to the same final error
as compared to the forward-Euler discretization of the nominal
proximal dynamical system (4), for various initial conditions
2(0) € R3 and it converges to a neighborhood of the solution
in a fixed number of iterations. The theoretical upper bound
on the settling-time function is found to be approximately 5.06
units, using which it is found that k* = 5.06 x 10*.

The effect of varying the time-step n € {10~%,107°,1076},
is also studied for this example and the results are shown in
Figure 1(b), where the convergence behavior is depicted as
a function of the product of the number of iterates k£ and 7.
As can be seen in Figure 1(b), below a suitably chosen value
of the time-step 7, the convergence of the iterates to a small
error tolerance of approximately 10™4, is largely independent
of k x n. Hence, for smaller values of the time-step 7, the
number of iterations needed for convergence to a specified
error tolerance is larger, however, having a smaller value of
n facilitates smaller steady-state error tolerance, since the
discrete-time trajectory better approximates the continuous-
time one. In summary, suitably chosen large values of the time-
step 7) enable faster convergence, i.e., it takes a fewer number
of iterations to reach an e-neighborhood of the solution, albeit
at the expense of a relatively larger steady-state tolerance e.

The convergence behavior of the forward-Euler discretiza-
tion of the fixed-time stable proximal dynamical system (8)
(given by (27)) is also compared with the fmincon function
(using the active set algorithm) in MATLAB. It must be noted
that the built-in fmincon function is heavily optimized
for implementation (e.g., back-end routines implemented in
C, parallel programming support, etc.), while the proposed
method (27) has been implemented using a simple loop-based
implementation in MATLAB. Despite the differences in the
implementation of the two methods, Table I suggests that
the fmincon function requires approximately 10 times more
function evaluations as compared to the proposed method (27)
for 1000 runs of this example, with random initializations and
for the same optimality tolerance of 1072, Recall that unlike
the method proposed in this work, the fmincon function
requires several function evaluations during each iteration

7In Figure 1, || - ||2 denotes the Euclidean norm.

as well. The computational times for the two methods are
nearly the same, which might largely be due to the optimized
implementation of the fmincon function in MATLAB.

VII. CONCLUSIONS

In this paper, a modified proximal dynamical system is
presented such that its solution exists, is uniquely determined,
and converges to the unique solution of the associated MVIP in
a fixed time, under the assumptions of strong monotonicity and
Lipschitz continuity on the associated operator. Furthermore,
as a special case for solving variational inequality problems,
the proposed modified proximal dynamical system reduces
to a fixed-time stable projected dynamical system, where
the fixed-time stability of the modified projected dynamical
system continues to hold, even if the assumption of strong
monotonicity is relaxed to that of strong pseudomonotonicity.
Finally, it is shown that the forward-Euler discretization of
the modified proximal dynamical system results in an explicit
(T, e)-close discrete-time approximation scheme.
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APPENDIX A
PROOF OF PROPOSITION 1

Proof: First it is shown that the vector field in (10) is
continuous on R™. To see this, it would suffice to note that the
vector field in (10) is continuous at & € R™, since the function
o is continuous on R™\ {Z} and the vector field X is assumed
to be locally Lipschitz continuous on R"™. To this end, note
that lim,_,z o(z)X (z) = 0, since a; € (0,1) and ag > 1.
The proof for the existence of a solution of (10), starting from
any given initial condition for all forward times, is shown as
follows. First note that the equilibrium point £ € R"™ of the
vector field X is unique since under its properties assumed
in the proposition, it can be shown that the equilibrium point
z € R™ of the vector field —X is globally asymptotically
stable and hence, it is unique (another way to see this, is to
use the Cauchy—Schwarz inequality to upper bound the left-
hand side of (11)). Using the fact that the vector field in
(10) is continuous, it follows from [26, Theorem I.1.1] that
for any given x(0) € R™, there exists a solution of (10) on
some interval [0,7(x(0))], with 7(x(0)) > 0. Furthermore,
from [26, Theorem 1.2.1] any such solution of (10) on the
interval [0, 7(x(0))] has a continuation to a maximal interval of
existence [0, 7(z(0))). Consider now the candidate Lyapunov
function V : R™ — [0, 00) defined as V (z) := |lz—z||*. The
time-derivative of the candidate Lyapunov function V' along a
solution of (10), starting from x(0) € R", reads:

V(a(t) = —(z(t) -, 0(e(t) X (2(1).  (28)

Recalling that (x — %, X(x)) > 0 and o(x) > 0 for all x €
R™, (28) results into:

V(x(t) <0,

for all t € [0,7(x(0))). Hence, V(z(t)) < V(x(0)) for all
t € [0,7(x(0))) and it follows that a solution of (10) defined
on the interval [0,7(x(0))) lies entirely in the set K,y =
{z € R" : ||z — Z|]| < ||=(0) — Z[|}. Since the set K, is
compact, from [13, Proposition 2.1], it follows that 7(x(0)) =
oo. This completes the proof for the claim of the existence of
the solution.

The proof for the uniqueness of the solution of (10), starting
from any given initial condition for all forward times, is shown
next. For any given z(0) € R, let v be a solution of (10),
with v(0) = x(0) and consider the following two cases:

(i) In the first case, let v(0) € R™ \ {Z}. It will be shown
that a solution corresponding to the vector field in (10)
is also a solution corresponding to the vector field — X,
under a suitable reparameterization of time (see, e.g., [27,
Section 1.5]). Let T = inf{¢t > 0 : y(¢) = Z} and from
the continuity of +, it follows that T > 0. Consider now
the function s : [0, T) — [0, 00) defined as follows:

s(t) ::/O o(y(v))dv.

Since the function ¢ is continuous on R", y is continuous
on the interval [0, T) and o(y(v)) > 0 for any v € [0, T),
it follows that the function s is a strictly increasing
continuous function, with % 3 0 for all ¢ € (0, T). Fur-
thermore, from the inverse function Theorem, it follows
that the function t := s~ ! exists, is strictly increasing,
continuous, and satisfies:

dt

@5y 7(1(0) 0
forall t € (0, T). Let (s) :== v(t(s)) and from the chain
rule, it follows that

dy  dvy

ds — dt

(29)

1

dt

- 31)

t=t(s)

Using (30), (31) reads il = —X(5(s)). Hence, a
solution corresponding to Ct%ge vector field in (10) is also
a solution corresponding to the vector field X, under the
reparameterization of time given in (29). Furthermore,
by following the steps, similar to the ones given in the
proof of the first claim and recalling that the vector
field X is locally Lipschitz continuous on R™, it can be
shown that for any given initial condition, there exists
a unique solution corresponding to the vector field X
for all forward times (see, e.g., [28, Theorem 3.2.2]).
Hence, 7 is uniquely determined and since the function
s is injective, with s(0) = 0, it follows that v is also
uniquely determined.

(i) In the second case, let v(0) = Z. Consider now the same
candidate Lyapunov function V' as the one given in the
first claim. By following the steps given in the proof of
the first claim, it can be shown that the time-derivative of
the candidate Lyapunov function V' along a solution of
(10), starting from any given initial condition is always
non-positive. From [28, Theorem 3.15.1], it follows that
v is uniquely determined.

This completes the proof for the second claim. [ ]
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